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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-030 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
This pCR is to add the possible solution for AI/ML entity validation which was described in clause 5.3 of TR 28.908 [1].
4
Detailed proposal
	Start of modification


5.3
AI/ML entity validation

5.3.1
Description

During the AI/ML training process, the generated AI/ML entity (see TS 28.105 [4]) needs to be validated. The purpose of AI/ML validation is to evaluate the performance of the AI/ML entity when performing on the validation data, and to identify the variance of the performance on the training data and the validation data. If the variance is not acceptable, the entity would need to be tuned (re-trained) before being made available to the consumer.

The training data and validation are normally split from the same data set with a certain ratio in terms of the quantity of the data examples, therefore they have the same pattern.

5.3.2
Use cases

5.3.2.1
AI/ML entity validation performance reporting

In the AI/ML training, the AI/ML entity is generated based on the learning from the training data, and validated using validation data. The performance of the AI/ML entity has tight dependency on the data (i.e., training data) from which the AI/ML entity is generated. Therefore, an AI/ML entity performing well on the training data may not perform well on other data. If the performance of AI/ML entity is not good enough as result of AI/ML validation, the AI/ML entity will be tuned (re-trained) and validated again. The process of AI/ML entity generation and validation is repeated by the AI/ML training function, until the performance of the AI/ML entity meets the expectation on both training data and validation data. The producer in the end selects one or more AI/ML entities with the best level performance on both training data and validation data as the result of the AI/ML training, and reports to the consumer. The performance of each selected AI/ML entity on both training data and validation data also need to be reported.

The performance result of the validation may also be impacted by the ratio of the training data and validation data. Consumer needs to be aware of the ratio of training data and validation data, besides the performance score on each data set, in order to be confident about the performance of AI/ML entity. 

5.3.3
Potential requirements

REQ-MODEL_VLD-CON-1
The AI/ML Training MnS producer should have a capability to validate the AI/ML entities during the training process, and report the performance of the AI/ML entities on both the training data and validation data to the authorized consumer.

REQ-MODEL_VLD-CON-2
The AI/ML Training MnS producer should have a capability to report the ratio (in terms of the quantity of the data examples) of the training data and validation data used for training of an AI/ML entity during the training process.

5.3.4
Possible solutions
5.3.4.1
Validation performance reporting by enhancing the existing IOC
In TS 28.105 [4], the AI/ML entity training report is provided by AIMLTrainingReport IOC, which includes the attribute indicating the performance of the AI/ML entity when performing on the training data. 
To support the AI/ML entity validation performance reporting, a new optional attribute can be defined in the AIMLTrainingReport IOC to indicate the performance of the AI/ML entity when performing on the validation data.
5.3.5
Evaluation

The possible solution described in clause 5.3.4.1 enhances the existing AIMLTrainingReport IOC with a new optional attribute indicating the performance of the AI/ML entity when performing on the validation data, the change is lightweight and it is backward compatible, therefore it is a feasible solution.
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